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ABSTRACT

The high energy physics community is continually looking to push the limits
with respect to the energy and luminosity of particle accelerators. In the realm of lep-
tons, only electron colliders have been built to date. Compared to hadrons, electrons
lose a large amount of energy when accelerated in a ring through synchrotron radia-
tion. A solution to this problem is to build long, straight accelerators for electrons,
which has been done with great success. With a new generation of lepton colliders
being conceived, building longer, more powerful accelerators is not the most enticing
option. Muons have been proposed as an alternative particle to electrons. Muons
lose less energy to synchrotron radiation and a Muon Collider can provide luminosity
within a much smaller energy range than a comparable electron collider. This allows
a circular collider to be built with higher attainable energy than any present electron
collider. As part of the accelerator, but separate from the collider, it would also be
possible to allow the muons to decay to study neutrinos. The possibility of a high
energy, high luminosity muon collider and an abundant, precise source of neutrinos

1s an attractive one.

The technological challenges of building a muon accelerator are many and di-
verse. Because the muon is an unstable particle, a muon beam must be cooled and
accelerated to the desired energy within a short amount of time. This requirement
places strict requisites on the type of acceleration and focusing that can be used.
Muons are generated as tertiary beams with a huge phase space, so strong magnetic
fields are required to capture and focus them. Radio frequency (RF) cavities are
needed to capture, bunch and accelerate the muons. Unfortunately, traditional vac-
uum RF cavities have been shown to break down in the magnetic fields necessary for

capture and focusing.
To successfully operate RF cavities in strong magnetic fields, the idea of filling

XV



them with a high pressure gas in order to mitigate breakdown was proposed. The
gas has the added benefit of providing cooling for the beam. Experiments were
successfully performed using different gas species in a test cell cavity placed in a
multi-Tesla magnetic field. These encouraging results lead to the necessity of a test
closer to actual accelerator conditions, namely sending a beam of particles through
the cavity. The electron-ion plasma created in the cavity by the beam absorbs energy
and can degrade the accelerating electric field of the cavity. Electrons can recombine
with hydrogen ions, however this process is slow compared to the bunch length and
spacing. As electrons account for the majority of the energy loss in the cavity, their
removal in a short time is highly desirable. The addition of an electronegative dopant

gas can greatly decrease the lifetime of an electron in the cavity.

The results of two beam tests will be presented. The experimental variables
cover a wide range of gas pressure, beam intensity, and cavity electric field. Measure-
ments in pure hydrogen of the power consumption of electrons in the cavity indicate a
range of energy loss between 107! and 10716 joules per RF cycle per electron. When
hydrogen doped with dry air is used, measurements of the power consumption indi-
cate an energy loss range of 1072 to 107!8 joules per RF cycle per ion, two orders of
magnitude improvement over non-doped measurements. The rate at which electrons
recombine with positively charged hydrogen ions ranges from 10~7 to 107° chS The

lifetime of electrons in a mixture of hydrogen gas and dry air has been measured from

< 1ms, up to 200ns. Finally, the ion-ion recombination rate falls between 10~% and

—7 cms3
1077 <.

The results extrapolated to the parameters of a Neutrino Factory and Muon
Collider indicate that a high pressure gas filled RF cavity will work in a cooling-
channel for either machine. A demonstration experiment is warranted to prove this

technology’s validity.
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CHAPTER 1
INTRODUCTION

1.1 Motivation

With the completion of the Large Hadron Collider (LHC) at the European
Organization for Nuclear Research (CERN) and recent discovery of a Higgs-like boson
2,3], building a particle accelerator that could study Higgs couplings and new physics
related to the Higgs not achievable by the LHC is an attractive option. Additionally,
the neutrino mixing angle 03 has been measured to be non-zero [4-8], which provides
the possibility of measuring CP violation in the lepton sector. A facility that could
do this as well as determine the neutrino mass hierarchy and provide a more precise

measurement of neutrino mixing parameters would be highly beneficial.

A muon accelerator could probe both of these areas of physics. A high lumi-
nosity Muon Collider could be designed with a center of mass energy at the Higgs
resonance, or provide a multi-TeV machine with which to search for new physics, while
a Neutrino Factory could be incorporated into such a complex before the collider to

provide an abundant, well-characterized source of neutrinos.

1.1.1 Muon Collider. There are three main particle production channels of
interest for a Muon Collider. The first is pair production, with the ratio, R, of the
cross section for producing a particle, X, and its antiparticle to that of the cross
section for electron-positron production being the figure of merit [1]:

ot =X + X)

R
oqep(ptp= —eter)

(1.1)
For example, at 3 TeV, the rate for top quark production is R = 1.86 [1].

The second channel is s-channel resonance. The cross section for production



is [1]:
T 2

Opt p=—X = 152 (2J + 1)(E — M)? + F2/4Bu+;f Buisibte (1.2)

where k is the momentum of the incoming muon, .J is the spin of particle X, E is
the initial state energy, M is the mass of particle X, I' B,,+ ,- is the partial width of

X — pt p~ and T Byigipe is the visible decay width of X. At peak resonance [1]:

B;fr wo Bvisible
2

Rycar = 3(27 + 1) ==
EM

(1.3)
where a%,, is the electromagnetic coupling constant.

The final channel is fusion processes of the kind shown in Fig.1.1. Here X
is the particle of interest. Figure1l.2 shows the cross section for such a process vs.

center of mass energy. Note the large cross section for the process p* = — v, v, H.

Figure 1.1. Feynman diagram of a typical fusion process at a Muon Collider [1].
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Figure 1.2. Cross sections vs. center of mass energy for various processes at a lepton
collider [1].



Presently there are two candidates for a next generation multi-TeV lepton
collider: a pu* ™ circular collider, or an e* e™ linear collider. Muons have two distinct
advantages over electrons. The first is that when accelerated, muons lose less energy

to synchrotron radiation than electrons; the instantaneous power radiated being given

by [9]:
e?c B4

pP—
67 €o (m c?)4 p?

(1.4)

where e is the charge of the muon, c¢ is the speed of light, E' is the total energy of the
muon, ¢, is the vacuum permittivity, m is the mass of the muon, and p is the bending
radius. It can be seen that the radiated power goes as the inverse mass to the fourth
power. Because m./m, ~5 x 1073, a Muon Collider could be built in a ring and is

therefore much more compact than an electron collider, which must be straight.

The second advantage is that at energies of ~TeV, beamstrahlung radiation
(due to the electric fields of colliding beams) is much smaller for muons than electrons,
meaning the energy spread of a muon beam (AFE/E ~ 1073) is significantly smaller

than that of an electron beam. This can be seen in Fig.1.3.

0.20
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e
&
I
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o o
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O | 1 } I " |
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Center-of-mass energy E_, (GeV)

Figure 1.3. Luminosity density comparison between a 3 TeV Muon Collider (red) and
a 3TeV et e~ collider (blue) [10].

A Muon Collider complex could look something like that shown in Fig.1.4. A



high power proton source is needed to produce the desired number of muons (2 x 1012
muons per bunch would require ~2 x 10'* protons on target with a total power of

4MW) (see Fig.1.5) [11].

2—4 MW
Proton
Source

Accumulate
& Rebunch

Hg—Jet Target
Decay
Channel

Buncher | g\ nch Rotation

Linear
Cooler

Helical

Cooler .
Acceleration

Bunch
Merger

4 km

Ring Cooler
Collider

Li Lens Cooler

Pre Accel
—erator

Figure 1.4. Possible schematic for a Muon Collider [11].

After being accumulated and bunched, the protons collide with a liquid mer-
cury jet target where they produce pions. A successful demonstration of this technol-
ogy was performed by the MERIT experiment, in which a liquid mercury jet housed

in a 15T solenoid was hit by a proton beam of up to 4 MW (see Fig.1.6) [12].

These pions are created with a huge phase space and must be captured in
strong magnetic fields (~ 20T). A solenoid capture system to accomplish this has
been designed [13]. Once the pions are captured they decay into muons, which are
then bunched and phase rotated. This is a multi step process, depicted in Fig.1.7.
The muons begin with a large energy spread and small time spread. They are allowed

to drift so that the higher and lower energy muons separate (a larger time spread,
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Figure 1.5. A potential proton driver and target system for a Muon Collider based
on an upgraded Project X [1].

Figure 1.6. A schematic of the MERIT experiment. The liquid mercury injection
system (on the left) shoots a jet of mercury into the solenoid (on the right) where
a beam of protons hits it at a 67 mrad angle [12].



while maintaining the same energy spread). RF cavities are then used to bunch
the beam (due to the sinusoidal electric field), which maintains the time and energy
spread. Finally, additional RF cavities are used to decrease the energy spread while
increasing the time spread slightly (which is accomplished through proper phasing of
the RF with respect to bunch timing). A simulation of the phase rotation is shown
in Fig. 1.8. Notice the large energy and small time spreads before, and small energy
and large time spreads after. The 12 most intense bunches are enclosed in the box in

the right plot.

dE
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O (@)
e og .

Figure 1.7. Conceptual plot showing the phase rotation process for a Muon Collider

[1].
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Figure 1.8. The results of a simulation of particle energy and time spread before (left)
and after (right) the phase rotation [1].

Many orders of magnitude of emittance reduction (“cooling”) is needed to get
the muons to the desired emittance before they can be sent to the final acceleration

and collider. This is accomplished in multiple steps using a technique called ionization



cooling. A simulation of the longitudinal versus transverse emittance followed through
these steps is shown in Fig.1.9. It can be seen that the initial phase rotation and
transverse (4D) cooling are required for a Neutrino Factory front end. Table 1.1 lists

the RF requirements for the bunching, phase rotation, and 4D cooling.

il NF

B o o I I‘I-m” l front

end
o Phase rotate ——»
to 12 bunches

100

o Merge
to single
bunch

94D cooling

6 After merge .
-~ e 6D cooling

before merge

Longitudinal emittance (mm rad)

0 Final transverse
cooling in high-
field solenoids —

0.01 0.1 1 10
Transverse emittance (mm rad)

Figure 1.9. Cooling simulation for a possible Muon Collider cooling-channel [10].



Table 1.1. RF requirements for a Neutrino Factory [14].

Section  Parameter Value Units
Buncher  puon 233 MgV
f 319.6 — 233.6 MHz
MV
F 4—-75 ZH-
L 04—-05 m
B 15 T
MeV
Rotator  pruon 230 g
f 230.2 —202.3 MHz
MV
E 12 MV
L 0.5 m
Cooler Prmuon 230 M
¥ 201.25 MHz
MV
F 15 =
L 05 m
B 28 T
11 1
Nouons 10 bunch




10

1.1.2 Neutrino Factory. Neutrinos have provided perhaps the most diverse source
of new results in particle physics over the last decade. There are three known flavor
eigenstates and three known mass eigenstates of neutrinos [15]. They are related to
each other through a unitary matrix consisting of three mixing angles, 6,5, 623 and

013, and one phase angle, §:

0

Ve C13 C12 C13 512 Si13€ V1
_ is i
v, | = | —cessi2 —si3s23c12€”  ca3ci2 — 513 523 S12€° €13 S23 V2 (1.5)
is is
Vr 523 812 — 513 C23 C12 €° —823C12 — 813 C23 S12€"° €13 C23 V3

where s;; = sin 0;; and ¢;; = cos 6;;. Neutrino oscillation experiments have con-

strained the values of this matrix to be:

0.8 05 ?
U~ |04 06 0.7 (1.6)
04 0.6 0.7

The current world average sets sin® 26,3 = 0.098 4+ 0.013 [16]. No measurements of

0 have been published to date.

It is now known that neutrinos have mass, however the absolute values are not

known. As a neutrino beam propagates through matter, its evolution is given by [17]:

v, 1 . *
Yar Z 2F [Am3; Ung Uz + Amigy Una Usy + Adae 0] v (1.7)

where Am7; = m7 —m3, Uy is a mixing matrix element, A/(2E,) is the amplitude for
coherent forward charged current scatter of v, on electrons, and d;; is a delta function.
Neutrino oscillation experiments have determined the magnitude of Am3,, but not
sign of Am2,. Equation1.7 can be solved numerically to predict the probability of
a neutrino of flavor o and energy FE, oscillating to flavor 8 as it travels distance L.
Therefore a Neutrino Factory could be optimized for sets of £, and L in order to
study specific parameters. For the case of a 25 GeV Neutrino Factory, detectors at

baselines of 2500 — 5000 km and 7000 — 8000 km would be ideal.

There is also good reason to believe that neutrinos violate charge-parity (CP)

conservation and that they are their own antiparticles (Majorana). Of these remaining
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questions, a Neutrino Factory could shed light on CP violation, the mass hierarchy,

and mixing angles.

The front end of a Muon Collider could be the same as the front end of a
Neutrino Factory. Figure 1.10 shows a schematic for a Neutrino Factory. The proton
driver, target, buncher, and phase rotation sections could serve for both. Less overall
(perhaps even just 4D) cooling is required for a Neutrino Factory than a Muon Col-
lider. After cooling, the beams are sent to a series of recirculating linear accelerators
(RLAs) and optionally a fixed-field alternating-gradient (FFAG) accelerator. Finally
each beam (™ and p~) enters a ring with long straight segments in which the muons

decay and send neutrinos toward the detectors.

Neutrino Beam

Proton Driver:
o—Linac option
Ring opti?

2N o\ l\\ Muon Decay
\

) N\ £ A Ring
/ =
g 755 m
\ y g x
N s 8 £
c [0} [+]
3 K- [+]
ma O

2
O
—@ oo | \\\
Linac to 0.9 GeV  0.9-3.6 GeV RLA
)
@ 36-12.6 GeVRLA . @ f

12.6-25 GeV FFAG)

Neutrino Beam MH.,.H—WM;‘D

N 4%’4“’%"
et

Muon Decay Ring IDS-NF Baseline 2010/2.0

Figure 1.10. Schematic diagram of a Neutrino Factory.

Tables 1.2 and 1.3 show some typical parameters for Muon Collider and Neu-

trino Factory schemes.
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Table 1.2. Proposed Muon Collider parameters [1].

Parameter Unit Value
Center of mass energy TeV 1.5 3
Luminosity 103 em=2s71 1.25 4.4
Proton driver beam power MW 4 3.2
Muons per bunch 1012 2 2
Muon beam power (both beams) MW 7.2 11.5
Normalized rms emittance €, , pam 25 25
Normalized rms emittance e, pam 72,000 72,000
Repetition rate Hz 15 12

Table 1.3. Propose Neutrino Factory parameters [1].

Parameter Unit Value
Muon energy GeV 25
Muon decays in 107 s 10%
Distance to intermediate baseline detector km  2500-5000
Distance to far baseline detector km  7000-8000
Normalized transverse acceptance mm 30
Normalized longitudinal acceptance mm 150

1.1.3 Cooling. Stochastic cooling (a feedback method in which a particle’s motion
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is corrected by a kicker), electron cooling (a cold co-moving electron beam), or other
traditional cooling methods do not work for muons due to their short lifetime (2.2 pus).
Ionization cooling appears to be the only method that provides the desired emittance
reduction in the required time [18,19]. The technique of transverse ionization cooling
is illustrated in Fig.1.11. A particle passes through an absorbing material, losing
momentum in the transverse and longitudinal directions by ionizing the absorbing
material. Momentum is then replaced in the longitudinal direction by an RF cavity.
There are two competing effects involved. The net loss of momentum in the transverse
direction decreases the emittance, while multiple Coulomb scattering in the material
increases the emittance. The choice of material must be such that the latter is smaller
than the former. The change in normalized transverse emittance over path length is
given approximately by Eq. 1.8, where 5 = v/c, E, is the energy of the muon in GeV,
S is the optical beta function in the magnetic channel in meters, m, is the mass of
the muon in GeV/c?, and Xj is the radiation length of the absorber in meters [20].

The negative term in Eq. 1.8 is the cooling term and the positive term is the heating

term:
den 1 /dE,\ & 1 014)?
@n 2 M €_+_ﬁi(00 ) (1.8)
ds p*2\ds /| E, B32E,m,Xo
|
el /
/ p|less ] | re§tored
A P less p still less
Material Acceleration

Figure 1.11. Diagram of transverse ionization cooling. A particle (red) passes through
an absorber (yellow), losing energy. It is then reaccelerated in the longitudinal
direction by an RF cavity (cyan) [1].

While this provides cooling in the transverse dimension, it does not cool in
the longitudinal dimension. Transverse cooling alone is not sufficient to achieve the

desired luminosity, so a process called emittance exchange must be employed. The
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concept is to decrease E/E by making high energy particles pass through more ab-
sorbing material than low energy particles. Figure 1.12 shows three possible methods.
All three use a magnet to bend the path of the beam. This produces dispersion; the
path length of higher energy particles will be longer than that of lower energy parti-
cles. This will also increase the transverse size of the beam. In the first method, the
beam passes through a wedge absorber in which higher energy particles pass through
more material. This has an overall effect of reducing the energy spread (longitu-
dinal emittance) while increasing the transverse size (transverse emittance) of the
beam. The second method combines the magnet and absorber, producing the same
result. The third method uses angular dispersion to make the higher energy particles
pass through a slab of absorber (placed between two magnets) at an angle, thereby

increasing the path length.

All three methods have been used to simulate cooling-channels and each cools
in all six phase space dimensions. Figure1.13 shows a model of each. The so-called
Guggenheim RFOFO channel is shown in the top left [21]. The first example of emit-
tance exchange as mentioned above is employed here. RF cavities are placed inside
pairs of opposite polarity solenoids that provide transverse focusing. The channel
is wrapped in the shape of a helix to provide dispersion, while wedge absorbers are
placed between RF cavities at beta function minima. This method uses vacuum

cavities in solenoidal magnetic fields up to ~77T.

The second method is shown in the top right of Fig.1.13 and is called the
Helical Cooling Channel (HCC) [22]. In this geometry, offset solenoids surround RF
cavities and create a helical beam trajectory. In this case, the beampipe is filled with
high pressure hydrogen gas to act as the ionization medium. Particles with larger
momentum pass through more absorbing material than lower momentum particles.

This method uses high pressure gas filled cavities in solenoidal magnetic fields up to
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a) Dispersion in magnet b) Path length differences ) Angular dispersion
and wedge in magnet - and path lengths in slab
N

f N _N\\

o, X
A o )

Figure 1.12. Three examples of emittance exchange. a) Dispersion in a magnet (cyan)
and an absorbing material wedge (gray). b) Dispersion in a magnet filled with an
absorbing material. ¢) Angular dispersion in two magnets with an absorbing slab
between [1].
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“| I R b) Helical Cooling Channel
2) Guggenheim RFOFO  Alermatnguked  Hydrogen

(A

c) Helical FOFO Snake

Figure 1.13. Three possible 6D cooling-channels. Top left is the Guggenheim RFOFO
(the yellow rings are solenoids, the brown pillboxes are RF cavities), top right is
the helical, and bottom is the helical FOFO snake (the purple and magenta toroids
are alternating tilted solenoids, the cyan disks are absorbers, and the red pillboxes
are RF cavities) [1].
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14T.

The final method is shown in the bottom of Fig. 1.13 and is called the Helical
FOFO Snake [23]. This channel uses alternating polarity tilted solenoids around disk
absorbers to provide angular dispersion. The previous two methods work for only one
sign of muons, while the Helical FOFO Snake works for both because of the phasing

of the beam at the alternating polarity tilted solenoids.

The bunches are merged into one, and more 6D cooling is applied. The final
transverse cooling is done in high field solenoids. This is accomplished in many stages
of absorber-filled solenoids and RF cavities. The field strength of the solenoids must

be 30 — 50 T. From there the muon beam is sent to the final acceleration.

For the 4D cooling and in each 6D cooling-channel, RF cavities are required
to operate in very strong magnetic fields. This is one of the main technological
challenges in building a muon accelerator. As will be seen later, traditional vacuum
cavities break down in such conditions, and so new techniques are required in order

to circumvent this.
1.2 Theory

1.2.1 Breakdown in an RF Field. In any accelerator RF cavity, electrons
emitted from the surface of the metal and accelerated by the electric field (“dark
current”) are present. This is quantum tunneling of electrons through the potential
barrier at the surface of the metal (work function). There are two main sources of
dark current: reduction of the potential barrier due to the electric field at the surface,
or thermionic emission. The Fowler-Nordheim equation gives the current density (in

A/m?) due to the surface electric field [24]:

A EsuT’ 2 _M
= FN(5¢ f) e PBsurs (1-9)

where Apy = 1.54 x 10° eVA/MVz, B is the ratio of the local electric field at the
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emitter to the average surface field, Fq,, s is the surface electric field, ¢ is the work
function of the material (for copper, ¢ = 4.7¢V), and Bpy = 6830 MV /(m (eV)*?),
Measurements for one R&D cavity indicate [ & 184, meaning the local field at an
emitter ranges 1.8 — 9.2 G—HY (for Egyrp = 10— 50 %) [24]. This results in a current
density of 4.2 x 1075 — 1.4 x 10%° % (the size of a typical emitter is 107 m?). The

thermionic emission current density is given by [24]:
. 2 __®_
j=AT"¢e *T (1.10)

where A = 1.2x105A/(Km)® T is the temperature, and kg is Boltzmann’s constant.
For emitter temperatures below 5000 K, the current density from Fowler-Nordheim

emission is orders of magnitude larger than that from thermal emission.

When the current density gets sufficiently high, an arc may form between the
end plates of the cavity, shorting it and causing breakdown. Simulations of dark
current show that the presence of an axial (solenoidal) magnetic field greatly focuses
the emitted electrons traversing the length of the cavity [25]. An example is shown
in Fig.1.14. It can be seen that even a 0.5 T magnetic field has a significant focusing

effect on the emitted electrons.

Experiments have been performed with both open cell and pillbox cavity ge-
ometries, using various metallic materials, to map the performance of vacuum RF
cavities in external magnetic fields [24-28]. Data on the degradation of the maxi-
mum achievable accelerating gradient vs. applied external magnetic field are shown

in Fig. 1.15.

In order to mitigate breakdown of an RF cavity in an external magnetic field,
it was proposed to fill the cavity with a high pressure gas to prevent the electrons from
forming an arc [29]. If the gas used is hydrogen, it provides the additional benefit

of cooling a beam of muons that pass through the cavity. The gas reduces the mean
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Figure 1.14. Simulation of the magnetic focusing effect in an RF cavity. The path of
the electron (red) traversing the cavity is shown, with the phase it was emitted
relative to the peak electric field labeled. On the left there is no external axial
magnetic field. On the right there is a 0.5 T axial field [25].
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Figure 1.15. Maximum accelerating field in a pillbox cavity vs. external magnetic
field. Different modes of magnet operation are shown [26].
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free path, ¢, of the electrons by causing them to lose energy through collisions with
gas molecules. If, e £/ < the ionization energy of the gas (E is the applied electric
field), the electrons never gain the energy required to ionize the gas and produce more
electrons. The denser the gas, the more collisions an electron would make, and so
the maximum achievable electric field in the cavity should increase with gas pressure.
When an electron gains enough energy to ionize the gas, a cascade of electrons can

be produced, called a Townsend Avalanche [30]. The current in the gas is given by:
I =Iye™? (1.11)

where [ is the initial electron current at the source, d is the electrode separation,
and « is the first Townsend coefficient. It is convention to normalize the electric field
by the pressure (E/P = X) because the average energy gained between collisions is

constant for a constant X. Figure1.16 shows o normalized to pressure vs. X.
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Figure 1.16. The first Townsend coefficient normalized to pressure vs. X [30].

This avalanche causes the cavity to break down. Measurements of the limit at

which increasing the gas pressure no longer prevents breakdown have been made [31].
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This boundary for gas breakdown falls between 14 and 20 (V/cm)/mmHg, or in more
applicable units, 1.06 — 1.51 (MV/m)/atm (0.0724 — 0.103 (MV /m)/psi).

Studies have shown that filling an RF cavity with a high pressure gas does in
fact prevent breakdown in strong magnetic fields. An 805 MHz high pressure pillbox
test cell fitted with electrodes to enhance the electric field shows great improvement
over vacuum cavities for a variety of electrode materials and gas species [32, 33].

Figures 1.17 and 1.18 summarize the results.

Pressure (psia) at T=293K
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Figure 1.17. Maximum gradient vs. pressure for different electrode materials [32].

Figure 1.17 shows the maximum gradient vs. hydrogen gas pressure for various
electrode materials. It can be seen that the electric field increases linearly with
pressure up to a certain pressure (this is called the Paschen Region), at which point
the breakdown field is determined by electrode material (this is called the Metallic
Region). The exact mechanism that causes this material dependence is not known,
although it is believed that for sufficiently large electric fields, the surface of the metal
may actually melt, and properties such as the work function of the metal contribute
significantly [34]. Note that there is virtually no difference in maximum gradient

using a molybdenum electrode with and without a 3T magnetic field.
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Figure 1.18. Maximum gradient vs. pressure for different gas species [33].

Figure 1.18 shows the maximum gradient vs. gas pressure for various gas
species (using copper electrodes). The Paschen Region can be seen in this data set
as well, with the parent gas species (hydrogen or nitrogen) affecting the slope and
ultimately the maximum electric field. Doping the parent gas with an electronegative

gas changes the slope and maximum field as well.

These encouraging results necessitate a more realistic test of a high pressure
gas filled radio frequency (HPRF) cavity. As will be seen later, the plasma created by
sending a beam of particles through the gas consumes RF power. The extent of this
power consumption and methods to mitigate it must be explored before an HPRF

cavity can be validated for use in a muon cooling-channel.

1.2.2 Plasma Formation. Charged particles passing through hydrogen gas will
interact with the gas through ionizing and dissociative ionizing collisions. In this
experiment those particles are protons, however in this respect there is very little

difference between the interactions of protons and muons. The dominant process is



22

single ionization [35]:
p+Hy = p+H;y +e” (1.12)

Dissociative ionizing processes are also known to occur at the few percent level [35]:

p+Hy — p+H+H +e (1.13)

p+Hy, — p+H+H™+e” (1.14)

The ionization electrons can have enough energy to ionize hydrogen as well.
Again, the dominant process is ionization, with dissociative ionization possible as

well [36]:

e +Hy — Hj +2e” (1.15)

e +Hy, — H+H"+2e (1.16)

These processes produce a plasma that is mostly e~ and Hj. At high pressures of
hydrogen background gas, the Hy ions quickly interact to form Hj (usually within
one picosecond) via [37]:

Hy + Hy, — Hi +H (1.17)

H3 can be formed in an excited vibrational state, but quickly relaxes through collisions
with Hy [38,39]. Larger clusters of hydrogen can be formed through three-body
collisions between the hydrogen ions and gas molecules [40]. The resulting hydrogen
clusters can be dissociated through additional collisions. Eventually an equilibrium
of the population of hydrogen ion clusters will be reached based on gas temperature

and pressure.

Hf ,+Hy,+Hy,=H"+H, (n=05,7,9,..) (1.18)

For an incident particle of mass M and momentum M [+ c¢, the maximum
initial kinetic energy of an ionization electron is given by [41]:

B 2me (cf7)?
Cmes = T (e /M) + (me M2 (1.19)
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where c¢ is the speed of light, 5 = v/c, v is the velocity of the incident particle, and

%ﬁf In this experiment, v ~ /2, and the incident particle is a proton, so

me/M =~ 1/2000. Eq.1.19 reduces to €4z = 2m. c¢® 32~%. In this experiment €., ~

fy:

1 MeV. For incident muons, this is still a good approximation up to v approaching

10. For muon cooling channels currently under consideration, v ~2.

Energy gained by electrons from the RF field is transferred to the surrounding

gas through collisions. The electron thermalization time is given by:

1

G

(1.20)

Te

where v, is the collision frequency and (. is the fractional energy loss per collision. For
the case of electrons with energy below the ionization level, rotational and vibrational
collisions dominate, and ¢, ~ 1072 — 1072 [42]. The energy loss for an elastic collision
is smaller, (. = 2m./(m. +myy,) ~ 1/2000. Assuming a Maxwellian distribution of
electrons, the collision frequency over a pressure range of 300—1520 psi(20.4—103 atm)
at 300K is 7.2 — 36.6 x 10'?s™! [43]. This gives a maximum thermalization time of
0.28 ns. Since the half period of 805 MHz is 0.62 ns, it is safe to assume the electrons
are always in thermal equilibrium with the surrounding gas. The electrons then drift

with the applied RF electric field.

The number of electron-ion pairs produced by the proton beam can be esti-
mated. Using the density of hydrogen gas, p, the average energy required to ionize a
hydrogen molecule, W;, the energy loss per unit length of 400 MeV protons in hydro-

gen (see Fig. 1.19) %, and the cavity length h, one gets:

dE/dz ph N

Npgirs =
pairs P

(1.21)

where IV, is the measured number of protons incident on the cavity. The uncertainty
in Npgirs is determined by the beam current measurement. The rates of ionization

and dissociative ionization for protons and electrons on hydrogen gives an uncertainty
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on the number of electrons and ions produced of ~ 5%.
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Figure 1.19. Mean energy loss rate versus particle momentum in various materials
[41].

1.2.3 Energy Loss.

1.2.3.1 Beam Loading. A beam of charged particles passing through an RF
cavity will produce an effect called beam loading. As a bunch of charge +¢ passes
through the accelerating gap along the axis of the cavity, a charge of —¢ due to the
image current will accumulate on the upstream end of the gap and a charge of +¢

will accumulate on the downstream end of the gap (see Fig. 1.20). A voltage will thus
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be created across the gap, and for an infinitesimally short bunch will be [44]:

_ 4 _qu R
%—C— 0

(1.22)

where C'is the equivalent gap capacitance, w, is the resonant frequency of the cavity,
R is the shunt impedance, and () is the unloaded quality factor. This voltage opposes
and reduces the accelerating voltage of the cavity; the voltage seen by the next bunch

is thus reduced. The energy removed from the cavity by the bunch is [45]:

1¢° 1R 5 1
Wy=cXx=c-~wq =zqV, 1.23
T 20 20 Wrd =54V (1.23)
E
— = + ==
image current image current
+ + ++—= Bean
iy o——
E

Figure 1.20. An illustration of beam loading [44]. The beam produces an image
current, which leaves a positive charge on on the downstream end of the cavity
and a negative charge on the upstream end of the cavity. The induced electric field
opposes and lowers the accelerating voltage of the cavity.

The net voltage seen and energy received by a bunch are (respectively) [45]:
} 1
Vo= Vysing, — 5V, (1.24)
1
W = q‘/gSiIlgbb—Wb =q (‘/gSiIlgbb— 5%) (125)

where Vj is the generator voltage and ¢, is the beam phase angle measured from the

zero crossing of the RF wave.

1.2.3.2 Plasma Loading. A charged particle in an RF cavity absorbs power

from the cavity. For the case of an HPRF cavity, the number of ionization electrons
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and positive ions produced by the beam is roughly given by Eq. 1.21. Because the
electrons come into thermal equilibrium with the surrounding plasma in ~0.1 ns, they
are confined to the cavity and drift with the electric field. The amount of energy such

a charged particle absorbs is given by:

/Pdt:/qudt (1.26)

where P is power, ¢ is the charge of the particle, v is its drift velocity in the plasma,
and FE is the applied electric field. The drift velocity is a function of the particle’s

mobility, u, and the electric field:

Varift = p E (1.27)

The power loss in the HPRF cavity vs. time follows the drift velocity and
electric field. The drift velocity of electrons in hydrogen gas has been well documented
[46-52]. The mobility of electrons in hydrogen gas has also been well measured
[53-59]. Figure1.21 shows the drift velocity of electrons in hydrogen gas at 293 K vs.
E/P (X). The range of X in the HPRF beam test is 0.636 — 11.6 V/cm/mmHg. A

useful conversion is 1 MV /m/psi = 193.4V /cm/mmHg.

The energy loss of a single electron, dw, can then be estimated taking the

limits of integration of Eq.1.26 over an RF cycle:

T/2 T/2 T/2
dw:/ Pdt:2q/ Udm'ftEdtZQC]/ p(E sinwt)? dt (1.28)
~T/2 0 0

This also applies to the ions present in the cavity, meaning that an estimate
of the energy loss per ion can also be made. The mobilities of hydrogen clusters (Hj,
HY) and O; in hydrogen have been measured (Ref. [60-66] for hydrogen and [67] for
oxygen). The drift velocity of H and Hf vs. X and the mobility of Hf vs. P are
shown in Fig.1.22. The mobilities of ions used in this work are given in Tab. 1.4 for

reference.
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Figure 1.21. Electron drift velocity in hydrogen gas vs. E/P [47]. The vertical lines
represent the range of X in the HPRF beam test.
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Table 1.4. Ion mobilities in hydrogen.

Ion Reduced Mobility (Cv—ni)

Hi 11.2
Hi 9.6
0; 11.4

1.2.4 Electron Kinetic Energy. The Einstein relation connects a particle’s

kinetic energy, mobility and diffusion rate in a gas:
Z = kpT (1.29)

Measurements of the electron diffusion coefficient, D, and mobility, u, can be used
to estimate the kinetic energy of an electron vs. X [68-71]. Figure1.23 shows the
drift velocity and kinetic energy of an electron vs. E/N (N is the number density of
hydrogen) for gas temperatures of 77 and 300 K. The data at 300 K will be used to

estimate the kinetic energy of plasma electrons in the HPRF cavity later.
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Figure 1.23. Electron drift velocity and kinetic energy in hydrogen vs. E/N [69].
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1.2.5 Recombination. If the HPRF cavity is filled with pure hydrogen, a plasma
containing e, Hy , HY, and potentially larger clusters of hydrogen form once the beam
ionizes the hydrogen gas (and Hj are converted to Hy). Electrons may recombine
with a positively charged ion. The recombination rate is given by the cross section,
o, and electron drift velocity, v:

B=ov (1.30)

Rate equations for electrons and hydrogen ions are:

dn. .
pral Ne — E B Me nH* (1.31)
dnyp+
H .
7 = o g B Ne Nyt (1.32)

where n, is the number density of particle a;, n, is the production rate of particle
«, and f3,, is the recombination rate of electrons with HY . If we assume a hydrogen
ion is produced for every electron produced and there is no other means of removing

electrons or ions, then Eq. 1.32 reduces to:

o =n—f3n? (1.33)

The recombination rates for both Hf and HZ have been measured extensively
using a variety of methods (Hi [72-76], HY [74-76]). It has been proposed that
vibrationally excited ions recombine more slowly than ground state ions [72], for which
there appears to be supporting evidence [74-76]. Figure 1.24 shows the recombination
rates of H and HY vs. electron temperature [76] in an where an RF cavity was used
to heat the electrons while the gas temperature was kept constant. The desired species
of ion was generated by fixing the concentrations of hydrogen and neon gases in the
cavity. It can be seen that there is approximately an order of magnitude difference
in the recombination rates of Hi and HF. For HJ there is almost a factor of two

difference between these measurements and those made in [75].
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Figure 1.24. Recombination rate vs. electron temperature for Hj (left) and HF

(right). The measurements were made at a gas temperature of 240K for Hj
and 128 K for HY [76].

Figure 1.25 shows the results of a different technique [74]. Plotted is the ef-
fective recombination rate vs. hydrogen gas density. In that experiment, a plasma
containing electrons and a mixture of Hy and H is created by adding argon and
varying the hydrogen pressure and temperature to obtain the desired ratio of Hj to
HZ. The electrons are allowed to come into thermal equilibrium with the gas, whose

temperature is varied. The effective recombination rate is given by:

1 "
Berr = (B3 + 5 R) 1T R R= -

(1.34)

Note that as the temperature of the electrons increases, the effective recombination
rate decreases. The plasma generated in our experiment will also contain a mixture of
Hy and HY. However, the hydrogen gas densities in our experiment are many orders
of magnitude larger (~5 — 25 x 10?* cm™3 compared to 6.5 x 10" cm™2) than those

of Ref. [76].

1.2.6 Attachment. When hydrogen is doped with an electronegative gas, in our
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Figure 1.25. Effective recombination rate vs. hydrogen gas density at various gas
temperatures [74]. The empty data points were taken at 260 K.

case oxygen, a three-body attachment process takes place in the plasma. A description
of the mechanism for attachment was first introduced by Bloch and Bradbury [77]

and involves a two step process in which the first step is similar to recombination:

kat

e+ Oy == 05" (1.35)
t

where O, is an excited state of oxygen, k, is the attachment coefficient of O3*
formation, and t is the lifetime of O™ before it decays into the initial particles. An
estimation of the collision frequency will give an idea of how frequently the excited

state reverts back to the original conditions. The collision frequency is given by:
v=uvon (1.36)

where v is the ion drift velocity, o the cross section of oxygen, and n the gas number
density. Assuming the cross section is constant at around 7.3 x 107'®cm? (based

on the Van der Waals radius of oxygen, 150 pm), the collision rate ranges from 5.8
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to 29 x 10%s71. This gives an effective time between collisions of 3.5 — 17 ps. The
lifetime ¢ has been calculated to be 0.1 —1 ns, and so we will assume very few electrons

are lost after being captured by oxygen [78].

One of two things can take place at this point. Either the oxygen can be de-
excited by a collision with another gas molecule (M), or a collision with said molecule

can ionize the oxygen molecule:

0;*+M oy +M

Oy (137
I

Here, k7 is the attachment coefficient of de-excitation, and k; is the attachment coef-
ficient of ionization. The attachment coefficient for the three-body process (Eq. 1.35

and Eq. 1.37) depends on k,; multiplied by the probability that O;* will de-excite:

kat kT
t_l + (k’T + k’])?’LM

kepr = (1.38)

where ny, is the density of the third body. Figure1.26 shows the potential energy
curve for Oy and O, . The ground state energy of O is ~0.43eV lower than that of
O,. It is possible that O5™ will dissociate in a collision with another particle, but the
required energy is &4 eV. Only the tail of the energy distribution of electrons in the
cavity can approach this value (the maximum average kinetic energy is 1eV for our

range of X, from Fig. 1.23), so dissociation is very unlikely.

The rate equation becomes:

dne .
o = e = Z B ne Ny+ — Z km neng, nm (1.39)

where the sum over [ is for each cluster of hydrogen, and the sum over m is for each

species of gas molecule. For almost all cases, >~ f;n < > km nQ, M-

Unfortunately there are no measurements in the literature of the attachment

coefficient of electrons in a hydrogen-oxygen-nitrogen mixture, like we have for the
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Figure 1.26. Potential energy curves for Oy and O; [79].

case of dry air-doped hydrogen. Most measurements have been made in pure oxygen
[78,80-88], or in oxygen-nitrogen mixtures [78,80-82,84-86]. Only a few sources

report the attachment coefficient in an oxygen-hydrogen mixture [80,89].

Figure 1.27 shows the attachment rate (k4 ) of electrons by oxygen in hydrogen
vs. hydrogen density. The slope of the fit to the data gives the attachment coefficient,
which is reported to be 4.8 +0.3 x 1073 cm®/s [89]. The attachment coefficient given
in [80] is 2.0 x 107* cm®/s. Unfortunately no data on the attachment coefficient as

functions of gas pressure or electron energy exist.

Figure 1.28 shows the attachment coefficients for oxygen and helium vs. aver-

age electron energy for different pressures.

Figure 1.29 shows the attachment coefficients and attachment rates for nitro-

gen vs. average electron energy. Note that as the nitrogen pressure increases, so does

the attachment rate.
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Figure 1.27. Attachment rate vs. hydrogen density [89]. The points are measure-
ments. The slope of the line fitted to the data gives the attachment coefficient.
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nitrogen vs. average electron energy.

Figure 1.30 shows the attachment coefficient vs. oxygen concentration in he-
lium for various X at 300 K and the attachment rate vs. oxygen partial pressure at
300 torr for various average electron energies. The slopes of the fits in the right plot
give the rates for oxygen as the third body, while the intercepts give the rates for

helium or nitrogen as the third body.

Kossyi gives equations for the attachment coefficients for oxygen and nitrogen

as functions of gas and electron temperature (in K) [82]:

300 - 6
ko, = 14x 107 =% P {ﬂ} (1.40)

e S

300)2 70 1500 (Te—T) {cmﬁ}
[ e [

(1.41)

T e Te T
T

ky, = 1.07x107% <
S

Table 1.5 shows selected three-body attachment coefficients for thermal elec-
trons in various third-body gases at 300 K. Note that the numbers given are all for

total gas pressures much lower than those in the HPRF experiment. The relative rate
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Figure 1.30. Attachment coefficient (left) vs. oxygen concentration in helium at var-
ious values of X at 300K [81]. Attachment rate (right) vs. oxygen pressure in
nitrogen at 300 torr for various average electron energies [86]

of hydrogen as a third body is 2 — 3 times that of nitrogen, and 1/10 — 1/5 that of

oxygen.

Table 1.5. Various three-body attachment coefficient measurements of electrons to

oxygen in various gases at 300 K.

Gas Attachment coefficient (1073! chG)
Hy 2.0, 4.8

0O, 20, 21.2, 25, 28

N, 1.0, 1.1, 1.6
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1.2.7 Ion-Ion Recombination. Ions can recombine, or become neutral, through

two processes. The first is through binary collisions of the form [80]:
A+ Bt - A+ B* (1.42)

where the energy released in the reaction goes into exciting molecule B. This process
dominates below 30 torr (0.58 psi) [80], and so we will ignore it. The dominant process

in our case is a three-body reaction similar to that of electron attachment:
A"+B*"+M —-A+B+M (1.43)

For pressures above 1 atm (14.7 psi), recombination can be described by the Langevin
model [90]. In this regime, the drift velocity of the positive and negative ions with
respect to each other must be large enough to overcome the energy they lose through
collisions with neutral molecules. The ions drift in a Coulomb field with relative drift

velocity:

e

Varift = 7 (14 + p) (1.44)

A €g) 12

where g is the mobility. The recombination rate is given by [90]:
e
kis = AT 1 Vapige = 6—(u+ + p-) (1.45)
0

Note that this is not explicitly dependent on gas pressure. However, the mobility of
the ions is, and is believed to reach a peak around 1 atm, and then fall with increasing
pressure. Figure1.31 shows a general curve of recombination rate vs. pressure. The

ms3

curve peaks at around 2 x 107 CS and then falls steadily with pressure. Using the

mobilities of H and O; in Tab. 1.4 and Eq. 1.45, one gets a rate of 3.8 x 1075 ch3

Unfortunately, no data on the ion-ion recombination rates of H7 or H; with
O; could be found. A variety of other ion rates are available, and are listed in

Tab. 1.6 [90-99].
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Table 1.6. Ion-ion recombination rates.

Reaction

Rate (IO_GCTmS)

Gas density, temperature,

Or pressure

O3 + Of + 0y — 40,
O3 +Of + 03 — O + O,
O3 +Of + 03 — O + O,
0; + 05 — Oy + O}

0; + 05 — Oy + O}
NO; + NOt +Hy —
F~+ Krt+ Ar —
H-+H" —

O; + N —

H-+H" —

4.2

2.2

0.3

0.14

0.0892

0.76

0.2

0.039

0.16

0.40

2.7 x 109 ¢e¢m—3

2.7 x 10 e¢m—3

5.4 x 1029 e¢m—3

200K

500 K

2 x 10" ¢e¢m—3

80 atm

Thermal

Thermal

300K

38
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1.2.8 Radio Frequency Cavity Operation. At the MuCool Test Area (MTA),
RF power is fed from a klystron into the HPRF cavity through a series of rectangular

and coaxial waveguides.

1.2.8.1 Waveguides. This section and the next closely follow Chapter 8 of
Ref. [100]. For the case of a cylindrical waveguide, a time dependence for the electro-

magnetic fields of the form e~ gives Maxwell’s equations in the form:

VxE=iwB V-E=0
(1.46)

VxB=—ipewE V-B=0

where the waveguide is filled with medium of permittivity e and permeability . Both

E and B satisfy the wave equation:

(V2+uew2){ i } =0 (1.47)

Assuming the z direction is along the axis of the cylinder, the fields can be separated

into:

E(z,y,2,1) } _ { E(z,y) e=themrer (1.48)

The wave equation reduces to the two dimensional form:

[VZ 4+ (new? — k?)] { E } =0 (1.49)

where k is the wave number and V? is the transverse part of the Laplacian operator:

2 _ 2 02

Separating the fields into their parallel and transverse components:
E=E, +E
E.=F.z (1.51)

E,=(zZxE)x12
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Maxwell’s equations can be written in terms of longitudinal and transverse compo-

nents:

B 1 jwzxB,=V,E, 2 (V,xE)=iwB,

BBy | jpews x By =VB. 2 (V,xB) = —ipewk, (1.52)
Vi By =G V. B = %

Solutions to Eq. 1.52 that have only field components in the transverse direction are
called transverse electromagnetic (TEM) waves. Setting F, = 0 and B, = 0, with

E; = Ergy, implies:

Vt X ETEM =0
(1.53)

Vi -Erpy =0

This means the axial wave number is the infinite medium value:

k=ko=w\e (1.54)

The magnetic field is related to the electric by:

BTEM = :i:\/IUEZ X ETEM (155)

The boundary conditions for a perfectly conducting cylinder are:

oB.|
gl = O (1.57)

where 0/0n is the normal derivative at a point on the surface. The TEM mode
cannot exist inside a cylindrical conductor with infinite conductivity; the electric
field vanishes inside the surface. There are two distinct modes, defined by B, = 0
everywhere, with the boundary condition E,|s = 0 (called Transverse Magnetic (TM)

waves); and E, = 0 everywhere (called Transverse Electric (TE) waves).
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For wave propagation inside a hollow waveguide of uniform cross section, the

transverse electric and magnetic fields are related by:

+1
Ht = 7 Z X Et (158)

where the wave impedance, Z, is given by:

7= Ve (1.59)
vE

b (TE)

m
S

=[§

&k
Making the substitution for TM(TE) waves, E.(H.) = (z,y) ef**, one gets the

transverse fields as functions of the longitudinal fields:

E, = j:fy—’;Vt@D TM Waves
(1.60)

H, = j:fy—’;Vt@D TE Waves
where:
V= pew? — K (1.61)

and 1) satisfies the two dimensional Laplacian equation (VZ+4+2) 1 = 0 with boundary
conditions ¢|s = 0 or J¢/0n|s = 0 for TM or TE waves. This specifies an eigenvalue
problem with eigenvalues 73 and solutions ¢ for A\ = 1,2,3,... The solutions are

called the modes of the waveguide. The wave number for a given solution is:
k2 = pew? — 93 (1.62)

The cutoff frequency is defined as:

90

N

wy =

(1.63)

and the wavenumber can be rewritten:

ky = /ey w? —w} (1.64)



42

When w < wy, k) is imaginary and these modes cannot propagate in the waveguide.

The modes of a rectangular waveguide filled with a material with permeability
1 and permittivity € and inner dimensions a and b can be found. Consider the case

of the TE modes. The wave equation for ¢ = H, is:

o>
<@ + 37 + 72) =0 (1.65)

With boundary conditions 9v)/On = 0 at x = 0,a and y = 0, b, the solution is:

_ may o nmy
Umn(x,y) = Hpcos ( - ) cos ( 2 ) (1.66)
where:
) L, (m? n?
Tmn =T <_a2 + ﬁ) (1.67)

Here, v has been replaced by integers m, n, which cannot both be zero for nontrivial
solutions. The cutoff frequency is:
T m2  n2\/?
Winn = — + = 1.68
NG ( a?  b? ) (1.68)

The lowest frequency TE mode for a > b has the cutoff frequency:

™

= 1.69
W1,0 \/ﬁa ( )
The fields for this TE; o mode are:
H, = Hycos <H> izt
a
H, = —Zk—aHo sin <B> gl kamit (1.70)
T a
a
For TM modes, E, is:
E, = Eysin (m”) sin (%2”’) (1.71)
a

The lowest mode in Eq.1.71 is m =n = 1.
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1.2.8.2 Resonant Cavities. Closing the ends of a cylindrical waveguide can
create standing waves. Assuming the walls have infinite conductivity and the cavity
is filled with a material with properties u and e, if the boundaries are at z = 0 and

z = d, then the boundary conditions are:
T
l{::pa, p=0,1,2,.. (1.72)

For TM fields:

B PTZ
= vty (152)
pmw . (PTZ
Et:—WSID( d )Vﬂﬂ (173)
_iew PTZN .
H; = -2 cos( d)zxvtw

and for TE fields:

H, = ¢(z,y)sin (p7drz>

BN TZ\ .
E, — — 72“ sin (pd ) 2 % V) (1.74)
pT DT
H, = g5 cos (F7) v
where:
pmy?2
V= pew? — (7) (1.75)

The eigenfrequency for a given value of p, determined by the eigenvalue 7?2, is:

w? = i [72 + (%)2] (1.76)

For a cylindrical cavity with radius R, the TM mode for ¢y = Ez with the boundary

condition E, = 0 at p = R, has the solution:

(p, @) = Eo I (Ynn p) €77 (1.77)

where J,, are Bessel functions,
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and x,,, is the nth root of J,,(z). The resonant frequencies are given by:

1 p27T2
Wmnp = ﬁ\/fTaCSL’%nnR2 + 7 (179)

TMy 1,0 is the lowest mode and has a resonant frequency of:

2.405

wo1o0 = \/WR (1-80)
The explicit expressions for the electric and magnetic fields are then:
B = E, Jq <2.405 p) —
€ X 2.405 (1.81)
Hy = =iy [ Fo < — '0) it

The lowest TE mode is TE; ; ; and has a resonant frequency:

1.841 R2\ /2

The longitudinal component of the magnetic field is:

1.841 ,
H,=H,J, ( SR p) cos ¢ sin (%) e Wt (1.83)

For d > 2.03 R the resonant frequency wiq; is smaller than that of the lowest TM
mode, making the TE; ;; the lowest frequency mode of the cavity. Therefore the

ratio of d to R is important in determining the fundamental mode of the cavity.

The quality factor, @ of a cavity is:

average energy stored

Q = wo (1.84)

energy loss/second

The time rate of change of the stored energy in the cavity is:

dU Wo
== 1.
w="0V (1.85)

whose solution is:

U(t) = Upe™0t/@ (1.86)
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The energy stored in a cavity with mode A, p is:

U= [1 + ( ) } [y 1¥?da TM modes s

Uz%u(l—l— (md) ]fA |v¥]2da  TE modes

where A is the cross sectional area. For the TMg;o mode this is:

U = EQ//%/ [ (er)rrdrdé’dz (1.88)

— 2E2 7 R*d [J1(Xo1))? (1.89)

The power loss can be calculated by:

Poss = 303 [7{ dl/ dz|n x H|%,., + / da |n x H|end8] (1.90)
where ¢ is the skin depth (, /w—ia), and C is the circumference. For the TMy;o mode

this is:
TR(R+d) [ Ey\° )
Poss = J1(X 1.91
e = TEED (B ) 1,0 (L1
For a cavity with permeability of the walls p., the @ of a cavity is given by:
wd 1
Q=——-—"F—""-—F+ (1.92)
o2 (1+ 6%
where &) is a unitless number. This can be rewritten as:
Q= i (%) X (Geometrical factor) (1.93)

where V' is the volume of the cavity and S is the total surface area. For the TE; ;
mode the geometrical factor is:

<1+i) ( (1+0.3438;) o

R) (140.2094 +0.2444)

For the TMg;¢ mode:
Rd
5(R+d)

As a cavity can be modeled as a parallel RLC circuit, the quality factor can also be

Q= (1.95)

given as:
L
szoRCszE (1.96)
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CHAPTER 2
EXPERIMENT

2.1 MuCool Test Area

The MuCool Test Area (MTA) is an experimental facility located at the end
of Fermi National Accelerator Laboratory’s linear accelerator (Linac). Construction
of the experimental hall was completed during the fall of 2003. The MTA’s purpose
is to test experimental components for muon cooling [101]. At present the main focus
is on research and development of technology that would allow RF cavities to operate

in strong magnetic fields.

This task is being approached on a variety of paths. The experimental program
utilizing the MTA facility involves several test devices. One, the HPRF cavity, is the
topic of this thesis. Another is a vacuum pillbox cavity operated at 805 MHz with
removable electrodes made of various materials [102]. A new cavity with removable
end plates is being fabricated to replace that one. Another 805 MHz pillbox cavity
can be operated both under vacuum and high pressurize gas [103]. There is also a

201 MHz vacuum pillbox cavity [28].
2.2 Beamline

The MTA beamline was completed during the Fall of 2008. The goal was to
provide a beam intensity (O(10'3 protons/pulse)) approaching the bunch intensity for
a Muon Collider. As of Spring 2013 it is the only experimental facility at Fermilab to
take beam directly from the Linac. In addition to providing beam for muon cooling
R&D, a second mode of operation is possible, to provide measurements of transverse
emittance and momentum spread for the Linac. In the so-called emittance mode, the
Linac beam is sent to the MTA hall and stopped in a beam absorber upstream of the

experimental setup. The momentum spread of the beam when it exits the Linac is
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Ap/p = 0.005 [104]. The beam stop rotates in and out of the beamline, and so in
experimental mode the beam passes through the beam stop assembly, before passing

through a 50.8 ym thick titanium window and into the experimental area.

The Fermilab Linac beam starts in the form of H™ from a 25keV ion source.
The H™ are accelerated to 750 keV by a Cockroft Walton generator, after which they
enter a drift tube (Alvarez) Linac operating at 201.24 MHz where they reach 116 MeV.
From there they enter an 805 MHz side coupled cavity Linac where they reach their
final kinetic energy of 401 MeV [105]. This final section of the Linac has specifications

given in Tab. 2.1.
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Table 2.1. Fermilab 400 MeV Linac specifications.

Parameter Value Units
Initial kinetic energy 116.54 MeV
Final kinetic energy 401.56 MeV
Length 64.3 m

RF frequency 805 MHz
Avg. beam current 50 mA
Beam pulse length <100 s
Repetition rate 15 Hz
Accelerating phase -32  deg
Number of modules 7

Number of sections/module 4

Number of RF cells/section 16
Transverse focusing scheme FODO

Avg. transverse phase advance/cell 79 deg
Avg. axial field 7.07-8.04 MV/m
Max. surface field 37.1 MV/m
Cavity bore radius 1.5 cm
Quadrupole magnetic length 7.0 cm
Quadrupole poletip field 5.26 kG
Quadrupole bore radius 2.0 cm
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The Linac has the capability of sending the beam to four locations: the booster,
for use in various experiments; the MTA; the Neutron Therapy Facility, for cancer
treatment; or a beam dump. The transport line from the Linac to the MTA hall is
shown schematically in Fig. 2.1. The beam enters at the bottom right, where two
C-magnets steer the beam to the MTA transfer line and a chopper discards the head

and tail of the beam in order to get the desired quality and pulse length.
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Figure 2.1. Linac hall engineering drawing. The beam comes from the Linac (bottom
right) and goes to the MTA hall (top left).

The first Linac toroid, beam position monitor (BPM) and multiwire detector
are placed shortly after the C-magnets. A series of dipole and quadrupole magnets
steer and focus the beam to the shield wall between the Linac and MTA experimental
hall. At this point there is a beamstop, to prevent the beam from entering the hall,

if desired. The hall is slightly elevated with respect to the Linac, so the beam enters
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the hall at an angle with respect to the floor.

Figure2.2 depicts the beamline in the MTA hall. The beam enters the hall
from the right, after which it passes through a quadrupole triplet and two vertical
bending magnets providing the final focusing and steering. There are two Linac
toroids, three multiwire detectors (one at the end of the beampipe is not shown),
and two BPMs in the hall to provide instrumentation. After exiting the beampipe

vacuum window, the beam passes through ~ 1 m of air before entering the solenoid

magnet.
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Figure 2.2. MTA hall engineering drawing.

When running in experimental mode, the MTA receives one beam pulse per
minute. The clock signal from the Linac C-magnets that indicates the magnets are
being energized is sent to the MTA controls for use as a trigger, to synchronize the

timing of the beam and instrumentation.

2.3 Experimental Setup

The experimental setup is shown in Fig. 2.3. The photo shows the view looking
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downstream along the beampipe toward the solenoid magnet from the approximate
location of the CCD camera. The engineering drawing shows the setup inside the
magnet. The beam enters from the right, hitting the scintillating screen. The beam
passes through the first collimator, made of stainless steel, is 15.24 cm in diameter and
10.16 cm long, and has a through hole 20.0 mm in diameter. The first of two toroids is
mounted on the upstream face of the second collimator. The second collimator is also
made of stainless steel, is 15.24 ¢cm in diameter and 20.32 cm long, and has a 4 mm
through hole. The second toroid is mounted on the downstream face of the second
collimator. From here the beam passes through the HPRF cavity and is absorbed in

a beam absorber. The entire apparatus is mounted on rails that are secured in place

inside the bore of the magnet.

Figure 2.3. Looking downstream along the beampipe toward the experimental setup
(left). Engineering drawing of the experimental apparatus located inside the
solenoid magnet (right). The beam enters from the right. In the drawing, the
scintillating screen can be seen on the upstream face of the first collimator. The
upstream toroid is mounted on the upstream face of the second collimator (not
shown). The downstream toroid is mounted on the downstream face of the second
collimator (not shown). The HPRF cavity and beam absorber are also shown.

An array of instrumentation is employed while collecting data. A CCD camera
records a video of the beam striking a scintillating screen for use in beam tuning. T'wo

toroids measure the beam intensity before and after the final collimator. Electric and
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magnetic pickup probes measure the RF electric field inside the cavity. A photo-
multiplier tube (PMT) and silicon photomultiplier (SiPM) measure light produced in
the cavity, sent along an optical fiber. Finally, a series of directional couplers measure

the forward and reflected power to and from the cavity at various locations.

2.3.1 CCD Camera / Scintillating Screen. For purposes of beam tuning and
positioning, a Pixel LINK USB CCD camera and Chromox-6 scintillation screen were
used [106]. The camera was positioned upstream of the experimental apparatus and
off of the beam axis, so as to have a clear view of the screen, which was mounted on
the upstream face of the first collimator. For each beam pulse, a video of the screen
was recorded so that the positioning of the beam relative to the hole in the collimator

could be estimated. Figure 2.4 shows the screen and a still image from a video of the

beam pulse hitting the screen.

Figure 2.4. Left: The scintillating screen was mounted on the upstream face of the
first collimator. Right: A still image from a video of the beam pulse hitting the
screen.

Because the screen is upstream of the collimators, it cannot be used to make
a direct measurement of the beam intensity incident on the cavity. Rather, from

knowing the alignment of the screen relative to the holes in the collimators and by
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fitting the intensity of scintillation light from the screen, the transmission through the
collimators could be estimated. To accomplish this, a still image of the screen before
beam passage was subtracted from the first frame of the screen being illuminated by
the beam. The CCD camera records video at 10 frames per second, and the first frame
was selected to minimize any effect of nonlinearity in the decay of the light from the
screen. The resulting background-subtracted image was fit with a Gaussian function
based on the intensity of light recorded. To minimize saturation of the camera, a
neutral density filter was used. Without magnetic field, the transmission measured
by the CCD/screen and toroids agree to within 5% [107]. A number of factors increase
the error on the beam intensity using this method: possible saturation of the CCD
camera, fitting of the image, and relying on the beam intensity measured several

meters upstream of the experimental apparatus.

2.3.2 Beam Intensity Measurement. Measurements of the beam intensity were
made at multiple locations along the beamline for each beam pulse received by the
experiment. Each measurement was made using a current transformer in the form of a
toroidal core with wire wrapped around it. The Linac group of Fermilab’s Accelerator
Division operated three toroids, one placed a small distance downstream of the C
magnet in the Linac hall, one immediately downstream of the final quadrapole triplet
in the MTA hall, and one a small distance downstream of the emittance beam stop in
the MTA hall. These locations are indicated in Figures 2.1 and 2.2, (labeled Toroid 1,
Toroid 2, and Toroid 3, respectively). Several toroids were built and calibrated for the
purpose of determining the final beam intensity at the entrance of the HPRF cavity.
One was placed between the first and second collimators of the MTA experimental
apparatus, the other immediately downstream of the second collimator (see upstream

toroid and downstream toroid in Figure2.3).

Current transformers operate based on Faraday’s law of induction. For a wire
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wound around a magnetic core, the induced electromotive force in the wire is equal
to the time rate of change of the magnetic flux in the core multiplied by the number
of turns of the wire:

ddg

=-N_-Z 2.1
€ pn (2.1)

The magnetic flux is given by:
g :/RM (2.2)
S

If there are two wires wound around an ideal core (i.e. there is no flux leakage) then

the magnetic flux through both windings is the same and:

ddp

= —-N—= 2.3

€1 1 i ( )
ddp

= —Ny—— 24

€2 2 di ( )

The two EMF's are related by the number of windings of each coil:

€1 N,

_ 2.5
i (2.5)
Ampere’s law states that a current produces a magnetic field according to:
%E-df: 1o (2.6)
c

where g is the permeability of free space. The current can thus be found by in-
tegrating the magnetic field around a closed loop. If a beam of charged particles
passes through a toroid, the induced magnetic field in the core produces a mag-
netic flux that is seen by the wire wrapped around it. The current induced in the

wire must be proportional to the beam current, and energy conservation implies

P1 = [1‘/1 = P2 = 12‘/2 USiIlg Eq 2.5:
L=-11 (2.7)

The beam can be thought of as a current with a single turn, so the induced current

in the wire is equal to the beam current divided by the number of turns of the wire.
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The toroid assembly forms a series RL circuit and, based on Kirchhoff’s second law,

dI
V=IR+L— (2.8)

where L is the inductance of the toroid core.

A total of four toroids were built during the course of data taking, two for
the first data run and two for the second data run. For each run the toroids were
placed just upstream of the HPRF cavity so that an accurate measurement of the
number of protons incident on the cavity could be made. All toroids were made using
manganese zinc ferrite cores manufactured by Fair-Rite Products Corp [108]. For Run
I, each toroid consisted of a single core wound with ten turns of plastic coated copper
wire connected to a BNC connector. For Run II, the upstream toroid consisted of a
single core wound with five turns of plastic coated copper wire connected to a BNC
connector. The downstream toroid consisted of three cores wound with five turns of
plastic coated copper wire connected with a BNC connector. The Run II toroids were
placed in an aluminum housing to provide shielding from stray particles and allow
easy mounting on the downstream collimator. The housing consisted of concentric
rings joined on the ends by a circular plate. A small gap between the inner ring and
one end plate was left so as to not completely insulate the toroids electromagnetically

(see Fig. 2.5).

A calibration of the two MTA toroids was performed and the inductance of
each measured. Because of the tight confines of the bore of the magnet in which
the experimental apparatus was placed, the measurements could not be performed
in situ. The calibration was performed by connecting a wire and resistor to make
the shielding a closed circuit, effectively creating a single turn primary winding. A
function generator was connected and a 100 kHz square wave (there was no suitable
function generator that could produce a 200 MHz signal available) was sent through

the primary winding while the response of the toroid along with the function generator
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Figure 2.5. Housing for the upstream (right) and downstream (left) toroids. The
upstream housing has one end plate removed, showing the ferrite core inside. The
downstream one has a connector attached to the housing, making the housing a
closed circuit, allowing for a current to be run through the aluminum case.

signal was measured on an oscilloscope. The resistor could be changed in order to
vary the primary current. Fig. 2.6 shows the 8.72V function generator signal and the
downstream toroid response. A fit to the exponential decay of the toroid signal was
made in order to extract the inductance. The measured time constant was 4.15 us.
The scope was terminated in 50 (2, giving an inductance of 207.5 uH. The measured
inductance of each toroid is listed in Table 2.2. A 500 (2 resistor in series with the
function generator gave a primary current of 17.4mA. Using Eq. 2.7 to calculate
the expected current through the secondary winding of five turns, one would expect
a 174mV signal from the toroid. The measured signal was 179mV. This is a 3%
difference, which will contribute to the uncertainty in the beam current measurement

described later.
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Table 2.2. Toroid Inductance Measurements.

Run Toroid Inductance (uH)

1 Upstream 326.8
1 Downstream 331.5
2 Upstream 73.6

2 Downstream 207.5
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Figure 2.6. Downstream toroid calibration data. Function generator signal divided
by 50 in red, toroid signal in blue.
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The three toroids maintained by the Linac group were all commercially pro-
duced by Pearson Electronics [109]. Fermilab’s Accelerator Division was responsible
for their calibration, which was performed in August 2011, before the second beam
run. These toroids were read out by Fermilab’s Accelerator Control Network (AC-
NET) [110]. These data were available on a pulse-by-pulse basis and were archived
for later retrieval. Their output was number of protons per beam pulse, and Fig. 2.7

shows the data from April 18, 2012.
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Figure 2.7. Linac toroid data from April 18, 2012. The axes are beam intensity versus
time. UTRO1 is in green and is the most upstream toroid, UTRO02 is in red, and
UTRO3 is in yellow and is the most downstream toroid. The beam intensity is
roughly 2 x 102 protons per pulse.

The data from the Linac toroids combined with the MTA toroids and CCD
camera / scintillating screen were used extensively during beam tuning for purposes
of positioning and focusing the beam. The highest beam intensity was achieved by
centering the beam on the hole in the collimator and using the tightest focus. Unfor-
tunately it was not possible to defocus the beam as much as one would have liked,
and so smaller beam intensities were achieved through a combination of defocusing
the beam and moving it off the center of the collimator hole, thereby allowing only

the halo of the beam to reach the HPRF cavity.
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2.3.3 HPRF Cavity. The HPRF cavity was designed to be a test cell with
which to study RF breakdown. Copper electrodes were used to enhance the peak
electric field on-axis and localize the area of potential breakdown. As such, it had
a small stored energy. This made the effect of plasma loading easier to measure.
Figure 2.8 shows an engineering drawing of the cavity. All inlets and instrumentation
were located on the downstream face of the cavity. RF power was fed inductively
through the port in the top left of the diagram. Gas was filled and vented through a
port at the bottom left of the diagram. An electric and magnetic pickup feedthrough
and three optical feedthroughs are not shown in the diagram. The upstream face and
electrode were drilled to minimize the amount of material the beam had to interact

with before entering the cavity (the thickness of material for each was 3.175 mm).
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Figure 2.8. Engineering drawing of the HPRF cavity. The RF coupling port and gas
fill line are shown. Optical and probe ports are not shown, but are located on the
same face as the RF port.
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The cavity was made of copper coated stainless steel. As can be seen in Fig. 2.8,
there were three pieces, an upstream and downstream plate and a circular body, held
together by 24 bolts. The plates were 5.05 cm thick and the walls were 2.54 cm thick.
A pressure flange between each plate and the body sealed the cavity. The bolts allowed
safe operation up to 1520 psi gas pressure. Figure2.9 (left) shows the downstream
plate of the cavity. The RF power input, electric and magnetic pickup probes, three
optical ports, and gas inlet are visible. The interior of the downstream plate is shown

(right). The electrode is visible here as well. Table2.3 lists the parameters of the

cavity.

Figure 2.9. HPRF Cavity. Left: The exterior of the downstream plate. Starting at
the top with the coaxial RF power input and moving clockwise are: an optical port,
a pickup port, an optical port, a pickup port, an optical port, and the gas inlet
port. Right: The interior of the downstream plate. In addition to the ports, one
copper electrode is visible.
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Table 2.3. HPRF cavity parameters.

Parameter Value Units

Resonant frequency (filled w/ Hy gas) 801.3 — 808.5 MHz (1520 — 300 psi)

Inductance 26.08 nH

Stored energy at 1 MV /m 3.98 mJ

Stored energy at 25 MV /m 249 J

Unloaded Q 14,200 — 13,900 (at 801 — 808 MHz)
Loaded Q 6,900 — 6,400 (at 801 — 808 MHz)
Ro 52.1 —56.7 € (at 801 — 808 MHz)
Cavity interior length 8.13 cm

Cavity interior diameter 22.86 cm

Electrode gap separation 1.77 cm

The electric field distribution in the cavity has been simulated using Super-
fish [111]. Figure2.10 shows the longitudinal and radial components vs. z (the

longitudinal axis).

2.3.4 RF Power. RF power is fed to the HPRF cavity through a series of
rectangular and coaxial waveguides by a 4 MW klystron. Klystrons are microwave
tubes that take a DC input and output a high power RF signal. Klystrons work by
taking a beam of electrons produced by an electron gun (a cathode and anode with a
beam modulating electrode in between) and sending it through a series of RF cavities.
The beam is bunched at the upstream end, while the amplified RF power is extracted

at the downstream end. Typical gains are ~20dB for two cavities and 80 —90dB for
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Figure 2.10. Electric field vs. z inside the HPRF cavity. FE, is on the left. The
colors correspond to different radii: Red = 0.0 cm, Green = 0.5 cm, Blue = 1.0 cm,
Purple = 1.5cm and Brown = 2.0cm. At » = Omm the gap spacing is 1.77 cm.
The average F, has been normalized to one. E, is plotted on the right.

four cavities [112]. The DC to RF power conversion is about 30 — 50%.

A series of rectangular and coaxial waveguides carry the power to the cavity.
One of two devices was used to provide cleaner RF signals by minimizing reflections
of the RF wave. The first was a circulator. A circulator is a type of power divider (or
T-junction) with three ports. In general, the voltage amplitude of an incident wave

on port n, V7 is related to the voltage amplitude of the reflected wave by port n,

V=, by [112]: i )
Vi Su Sz o S| |V
Vo, S : Vot
= ; (2.9)
Vn_ Snl te Srm Vn+

In this case, with three ports and a nonreciprocal matrix (S;; # Sj;), the ports

being matched, the scattering matrix reduces to:

0 Sz Siz
Sop 0 Sas (2.10)
S31 S30 0

For the circulator to be lossless, the scattering matrix must be unitary, which implies
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either S19 = So3 = S31 = 0 or Sy; = S35 = S13 = 0. This gives a scattering matrix of:

(2.11)

S = O
— o O
o O
o
]
_ o O
o O =
o = O

Therefore power flows in a circular fashion between the three ports (see Fig.2.11).
Power is input in port 1 and the cavity is connected to port 2. A load is connected to
port 3 to dissipate any power sent back from the cavity. The load that was available for
the circulator allowed operation of the cavity up to a gradient of 30 MV /m. Figure2.12
shows the circulator installed in the MTA. The input is connected to the rectangular
waveguide, the output connected to the coaxial waveguide which is connected to the
cavity, and the third port contains the load (and a directional coupler). Note that

the presence of a magnetic field greatly reduces the performance of a circulator.

/s
BN

Figure 2.11. Circulator schematic.

In order to operate the cavity at a gradient > 30 MV /m, a hybrid device was
used. A hybrid is very similar to a directional coupler (see Sec.2.3.7). It was used
for isolation by attaching loads to the coupled and isolation ports. Figure2.13 shows

the hybrid installed in the MTA hall.
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Figure 2.12. The circulator installed in the MTA hall. Port 1 is connected to the
rectangular waveguide, port 2 is connected to the coaxial waveguide going to the
cavity, and port 3 is connected to a load.

Figure 2.13. The hybrid installed in the MTA hall. Port 1 is connected to a rectan-
gular waveguide, port 2 is connected to the coaxial waveguide going to the cavity,
port 3 is connected to a load, and port 4 is also connected to a load.

2.3.5 Calibration. A Hewlett Packard 8753C network analyzer and Hewlett
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Packard 85047A S-Parameter Test Set were used to calibrated the electric and mag-
netic pickup probes. The entire system (cavity, cables, attenuators) was included
in the calibration. To accomplish this, the cavity was excited at frequencies ranging
from 801.72 to 808.46 MHz and the response was measured with the network analyzer.
The average calibrations for the electric and magnetic pickups are 35.5 MV /m/V and
55.47MV /m/V, respectively.

The signals from each instrument must pass along ~ 100m of cable from
the MTA hall to the MTA controls, located in the Linac gallery. To minimize sig-
nal loss, 1/4-inch and 1/2-inch heliax cable, which has low attenuation (0.154 and
0.0840 dB/m, respectively) was used. The step response of the cable vs. time is given
by [113]:

f)=1—ef (ﬁ) (2.12)

where erf is the error function and bl = 1.45x107% x the total attenuation of the cable.
Figure 2.14 shows the cable response function vs. time. The attenuation of each cable

was measured, and is listed in Tab. 2.4. Table 2.5 shows the cable assignments.
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Figure 2.14. Cable response function vs. time. It takes nearly 200 ns to reach 95% of
the total signal.

The relative timing between signals is also very important, as data were

recorded at 50 ps timing bins. To measure the time delay between cables, the system
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Table 2.4. Signal cable attenuation.

Cable Designation Attenuation (dB)

S1-01-L -30.35
S1-02-L -29.25
S2-07-S -19.015
52-08-S -18.848

shown in Fig. 2.15 was used. A picosecond laser diode system (PiLas) sent an optical
signal through an optical port in the HPRF cavity, where, after traveling through an
optical fiber, it was seen by a PMT and sent to a digital oscilloscope. At the same
time a signal was sent through another cable and recorded on the same oscilloscope.
Each cable was measured, using the PMT signal as reference, thereby measuring the

relative delays. The delays are given in Tab. 2.6.

HPRF

Digital Oscilloscope

Optical feedthrough

SiPM/PMT

/ pslaser  v»piofiax for "
RF pickup signal |

5" Heliax for
Optical signal

Figure 2.15. Schematic for the cable timing calibration.

2.3.6 PMTs and SiPMs. Photomultiplier tubes work on the principle of the

photoelectric effect and electron multiplication [114]. When a photon strikes the
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Table 2.5. Signal cable assignment.

Cable Designation Instrument

S1-01-L Electric Pickup

S1-02-L Magnetic Pickup

S1-01-S Forward Power Cavity DC
S1-02-S Reflected Power Cavity DC
S2-07-S Upstream Toroid

S2-08-S Downstream Toroid
52-10-S SiPM

S2-14-S PMT

surface of a metal with a small work function (photocathode), an electron may be
emitted (the photoelectric effect). If a potential difference is applied between the
photocathode and another terminal (the dynode), the electron will accelerate toward
the dynode and produce more electrons when it strikes it. If this process is repeated
a number of times, an avalanche of secondary electrons can be produced. The result

is a current proportional to the intensity of light incident on the detector.

Silicon photomultipliers are also used to measure the intensity of light, but
use avalanche photodiodes (which also rely on the photoelectric effect, but not in a
vacuum) on a substrate of silicon to count single photons [115]. SiPMs are advanta-
geous to compared PMTs in that the gain is linear with supply voltage, as opposed

to a power law, the supply voltage is much lower, and the time jitter is much smaller.

A great deal of light is produced in the cavity by the beam, from de-exciting
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Table 2.6. Signal cable delay.

Cable Delay Delay (ns)

Magnetic pickup - Downstream toroid 48.07 4+ 0.41
Magnetic pickup - Upstream toroid 54.75 £+ 0.30

Magnetic pickup - Electric pickup 3.27 £0.35

hydrogen, recombining electrons and ions, etc. Two of the three optical ports in the
cavity were used. A long optical fiber was employed to carry the light signal from
the<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>